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Abstract

As local area networks become more common, there is
an increasing demand for network management tools for
these networks. These management tools need to make
network measurements, and measurement devices for
local area networks have been built for network research.
This paper describes network measurements of interest
and the types of network monitors that can obtain these
measurements. The token ring network monitor at the
MIT Laboratory for Computer Science is described.
Other existing monitors and the monitoring functions
included in the Texas Instruments token-ring chipset are
mentioned briefly.

1. Introduction
Network management requires real-time surveillance
and control of a network, including:

1. Real-time measurement of network
parameters

2. Real-time analysis and summarization of
network measurements

3. Interpretation of summarized measurements

4. Action based on interpretation of these
measurements

A network monitor performs the first two of these
functions - it collects network data and presents it in a
usable form. For an interconnected system of networks,
a single network monitor is desirable for maintenance of
the entire system. The main monitor must receive
information about each individual network, so each

network needs its own network monitor. This paper -

discusses only network monitors for a single network,
althqugh some of the ideas are applicable to more general
monltforing systems. Also, the network monitor as
described in this paper is purely a measurement device -

it i§ unnecessary for the normal operation of the
monitored network.
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The purpose of network monitoring falls into three
categories: performance analysis, performance verification
and network management. Monitors have been built by
network researchers for performance analysis and
comparison of actual network performance with that
predicted by analytical or simulation studies”?3*
Performance verification is similar; this type of
monitoring ensures that a network meets its design
specifications. Network management monitoring is to
determine whether a network is operating properly and
to watch for performance changes caused by degradation
of some network element.

Statistical monitors collect statistics about network
traffic rather than keep a complete record of network
transactions. Because the traffic on larger networks
easily may exceed one million packets per day, the
storage requirements for a complete record of network
traffic is excessive, especially for long-term monitoring
over weeks or months.

Packets therefore must be reduced to statistics soon
after arrival. Because the original data cannot be
recovered from the statistical data, the data reduction
process must be carefully developed so that all necessary
information is retained, while unnecessary data is
discarded to ease storage requirements. Before a monitor
is developed, the measurements of interest must be
determined.

A change in the network error rate can predict the
failure of some network element. The number of packet
errors should be measured to determine the network
error rate. A properly operating network has a low error
rate; an increased error rate could be caused by a
network component that is about to fail. Correlating the
network error rate with the network configuration and
active hosts could isolate potential failures.

Network utilization is an obvious way of determining
whether a network is operating properly. Network
utilization includes both the packet rate and the network
load for various time intervals. One set of measurements
should be the network utilization over one minute
intervals for a week. This measurement allows the
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network usage for'yvarious times during the day and
various-days during the week to be compared. Network
performranee should be evaluated during periods of high
utilization. : -~ If performance is inadequate, then the
network should be split: and the pieces connected by
gateways. - Two networks with low utilization may be
combined to eliminate a gateway and improve overall
network performance. Bulk data transfers and network
maintenance should be performed when network
utilization is low. e

Another rneasurement is of network utilization for one
seconcl mtervals over a short (5 minute) period at various
times durmg,.the day. This shows how the network
utilization varies over short periods of time, something
that  cannot be .determined by the long-term
measurements. ; i

No,t on]y should network J.\tnhzatlon be measured for

the . entge network, but jt should also be measured for
each, host on the ne},work This measurement can be
snmpler tha.n gt,l;% one for the entire network, perhaps just
3 pqgket gncL byt.e count for each host. This allows the
hdsts With the ‘heaviest loads to be detected. The
optrmlzamop of hosts_that transmit a large. amount of
traffic provides .the largest overall improvement in
network performance- A list of currently active .hosts
may be llrsefu,l for determining if a host is at fault when
the network breaks. - A more general system measures
the networlg utilization of each source-destination pair.of
hosts. Heavily utilized source-destination pairs should be
on the same network, rather than communicate through
a gateway, for,the best performance.

Interpacket arrival time measurements are useful for
determining network interface and network server
performance. If many packets arrive too closely spaced,
a network interface is unable to receive all the packets.
Good performance is particularly important for a
network server that may be serving several stations
simultaneously and receiving packet from ali of them.

Packet length = distribution shows the types of
applications running on the network; for example, remote
login produces short packets and data transfer produces
long packets. Also, some network soffware has a
maximum packet size that it will accept, and any packets
exceedmg thns size can be detect.ed by the monitor.

The number of packets transmitted for each network
protocol shows the types of protocols used and the
popularity of each. This allows the detection of widely
used protocois, and these protocols should operate
efficiently for good network periorr_nancé.

Channel acquisition delay is'the amount of time that a
packet must wait at the source before it is transmitted
on the network. The distribution of delay time
determines whether the network can support real-time
applications, such as voice transmission. If the delay
time varies widely, the network may be too loaded for
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real-time applications.

2. Types of Network Monitors

Several different types of network monitors may be
built, each with its advantages and disadvantages. Three
basic types of-monitors are the probe monitor, the host
monitor and the,spy monitor. These monitor types were
first discussed -in an MIT. Laboratory for Computer
Science mternal working paper by Liba Svobodova.
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2.1. The Probe Monitor

The probe monitor is the simplest of the three
monitors. Unlike the other monitors, which collect
information on existing network traffic, the probe
monitor is an active monitor that measures only its own
traffic. :

"A probe monitor injects packets into thé network at
intervals; an approach that corresponds to randém
sampling of the network state. The probe monitor
observes the channel acquisition delay, transmission
delay, and transmission errors for each injected ‘backet.
On a token ring, the acqulsntlon delay is the waiting time
until a token arrives and is thus a measure of the trafic
load on the network.” The transmission delay is the ring
round-trip propagation delay, a measure that
approximately determines the number of active nodes on
the system. -

A disadvantage of the probe monitor is that it adds
traffic to the network, and thus introduces a monitoring
arti fact. Also, the-probe monitor measures the frequency
of network events, but its measurement resolution for
event durations is determined by the time between probe
packets. A:-short interprobe time increases the duration
measurement resolution, but it also increases the
monitoring attifact. If the monitoring artifact is reduced,
then the resolution decreases. Although thé probe
monitor is S|mple the information that it collects is
limited.

)

2.3. The Host Monitor

Another approach to network momtormg is to have
each host maintain a record of its transactions on the
petwork. If all hosts are monitored, then complete
information is obtained, although most likely each host
will do some data. reductlon to reduce the storage
requirements. The monitoring may -be done with either
hardware or software.

" A hardware mtomt,ormg system includes network
monitoring equipment on each network interface, and
thus requires no modifications to the hosts. It is difficult
to modify existing network interfaces, so this approach
mainly applies to future. network interface design. A
hardware monitoring system, even if initially included in
the network interface design, increases the cost of the



network interface. Users who have no interest in
network monitoring may not wish to purchase network
interfaces with network monitoring equipment, because
of the higher cost. On the other hand, a low-cost
hardware monitoritig system ma}' be unable to. eollect
enough information.

A software monitoring systém requires no- hardware
modifications, and can be used with existihg equipment.
The software approach is more flexible than the
hardware approach because monitoring software is easily
modified. A problem is that the monitoring software will
increase the processing load on the host, which may
affect the host's network behavior. Some machines, such
as personal computers, may be unable to accommodate
the additional load. Also, different versions of the
monitoring software are needed for each type of host on
the network, making the software more expensive and
difficult to maintain than a single monitoring program.
As a practical matter, it may be difficult to obtain
permission to install and maintain monitoring -software
on some hosts, particularly on a network that crosses
administrative boundaries. v -

Regardless of how each host is momtored somehow the
collected data must be correlated at a central location. If
network. monitoring need not be done in real time, then
each host simply stores the recorded data and transmits
the data to a central location .at a later time. . For
network management, howeyer, real-time monlto;lng of
the network is essential. If the monitoring is done.in real
time, then the data could be communicated to the
correlat.or by some secondary channel, the most-obvious
being another network. This is likely. tp be expensive
and impractical. The alternative.is to transmit the data
via the network that is .being momtored which
introduces a monitoring artifact and distorts the network
measurements. This method also introduces positive
feedback onto the network; if the network becomes
loaded, the monitoring data transmitted. via,the network
increases the network load even more.

Also, if the network itself is involved with the
monitoring process, if the network malfunctions, then the
monitor loses some if not all of its capabilities. Clearly,
this is unacceptable because when thg network fails is
when a workmg monitor is the most ﬁeéded

Another problem is that the cdtrelation of the data
recorded at the hosts requires that the timing of all
network transactions be accurately recorded. All hosts
therefore need accurate, synchromzed clocks. Also, as
the number of ho¥ts increases, the proééssmg time at the
correlator may become large.
collects complete information, the correlator requires a
large ‘amount-of storage. The momeo‘nng of all hosts is
impractical -and "expensive and is onlS* justified if the
deslred data cannot be collected i in some other manner:

A vana.tlon on the monitoring of all Kosts is to monitor
som® subset of the hosts on the network. The problems

Becaute host monitoring -

are the same as those of monitoring all hosts, but: the
magnitude of the problem : is- reduced ' Selected
monitoring biases the collected dasa, but the biasican:be
corrected for if the differences between the monitored
host and a typical host is accounted for. Unfortunately;
the statistics of a typical host are difficult to detmrmlme
unless all hosts are monitored. R
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2.3. Spy Monitor PR

The spy monitor provides more information than the
probe monitor and is simpler than host momtormg “The
spy monitor is a special dedicated network host’ that
passively receives all packets on the network

The spy monitor is a passive system that receives and
analyzes all traffic passing by its network interfate A
spy monitor perturbs the network by adding a network
interface, but no other modifications to the network or
its hosts are necessary. Because the system is passive, it
produces no “monitoring artifact and ‘dollects” statistics
over a long -period with little xncbnvénmn‘ce A" dpy
monitor must be fast, have a large amourt of stof’a&e
and be able to assimilate data at the maximum speed of
the network for at least a short time'* On 2 netwdrk that
has more than a million packets a day als‘does the MIT
token ring, the storage requlremenis 4are in ‘the’ tens of
megabytes per day. If the data xs*not stored, theh it
rhust be analyzed as-it is collected. ~The analy'zer must
also be able to analyze data at tht- maxlmum packet
arnva.l rate. PETE

The spy monitor appears to be the best approach to
network monitoring of the options consndered It obtains
the most information with the ®'least a.mount of
modmcatlon to network and its hosts ;

2.4. Hybrid Monitors

No matter what network information must be collected,
a spy monitor is probably the best approach. However,
some data of interest may not be collectible with a spy
monitor, in whxch case a hybrid monitor is needed. A
hybrid momjor is simply a combination of the above
monitors as necessary to collect the data of interest. For
example a ty;?Ie of data t(hat a spy monitor cannot collect
is the transmission time of a packet. This requires that
either a probe monitor or a host monitor be used in
copjunction with a spy monitor if this information is
required. ;

Although ngt, a . monitor itself, a traffic generator is
sometimes used with a monitor for testing the network
under high-load conditions. A traffic generator generates
artificial traffic, usually much more traffic than the hosts
on ‘the network.




3. Existing Statistical Monitors

7" Statistical monitor3’ Kave béer’ built at MIT and at
othet Institutidds for networib research purposes. This
séction ‘describes’ the KMIT system in detall and briefly
meritions work’ done by others it
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The MIT token ring statistical monitor is a spy
monitor, a design chosen for simplicity and effectiveness.
The monitor is designed to collect fhforindtion aboutta
ProNET tén megabit-itoken 'ring l66al ‘area network.
Monitors’ derived ftom the:MIT monitor are running at
Bell- Commuriications Reséarch and Proteon, In¢<” -The
complete momnitor ‘tonsists of two!pasts: 3" Hata collector
and- a: datd analyzer. /' The dath-¢sledtor receives “all
packet on the ‘Hetwork - aid.- ekttacks: “the - Televant
information- from ¢ach packet. Thisi daéd “along with
each packet's arrival time iS:foriwatfed for transmission
to 'the  data andiyzer! Thi:data colléctor aldo does some
simple. real-time ‘data -analysis. - 7 The- data ahalyzer
analyzes and stores the data from the data collector.

~The data collector 'is a PDP 11/20 minicomputer with
two - specially c¢onfigured - network - interfaces ‘'and an
auxiliary- monitér board:*! The monitor-"heeds two
netwotk interfacés Yo provide accuraté measuretnents
because each interface has only' ‘a'single recéive packet
buffer. Whenever a network interface receives a packet,
there is a time while the interface is being readied to
receive the next packet during which thq interface
cannot receive a packet. Although this tlme is minimized
in the monitor by using fast assembly language: interrupt
routines for the network interfaces, packets can still be
missed. The second network interface on the monitor is
modified so that it only receives a packet if the first
interface does not, and thus minimizes the number of
packets missed by the system while assurlng that no
packet. is received more than once.

The auxiliary momtpr board provxdes a. 32 bit, 25
microsecond resolution clock for txmestampmg packet
arrivals. The auxiliary monitor board also interrupts the
processor each time the token on. the ring is lost or
reestablished, so that the number of token losses and the
total ring operational time can be measured. An external

frequency counter observes either the frequency of the

monitor’s phase-locked loop modem (and thus the ring’s
operational frequency) or the inter-token arrival time.

The data collector runs stand-alone software written in
the C programming language for ease of programmlng
and good system performance. The network interfaces
are serviced by interrupt routines that extract relevant
packet data and place this data in a large circular buffer.
The main program extracts this data from the circular
buffer, updates the real-time display data, and further
compresses the data for transmission to the .data
analyzer. Each packet record contains eight bytes of
data:

¢l byte of ring source address
5 1 byfé of ring desiination address

"e1 byte of higher level (Internet Protocol).
protocol field

¢'2 bytes-of packet length

.. @ 3.bytes of packet arrival time data (25 us .-~
x:esblution) 1

Although the data co'Hector does Iinostly collection and
compression of data, it also provides some real-time data
-analysis.: ‘The data collectdr displays the current,
previoussand peak number of packets and netwdrk load
for thestimre periods of a day, hdur, minute, and secdhd.
Also- displayed are tlie number of packet errors, the time
since.the last-tokefi recovery, and the cumulatwe rmg
down tlme ER I

The datardndlyzer -is - VWAXI117750 timesharing system
runping the :Berkeley Utix ‘6pérating system. The data
analyzer riins:-a program:that receives compressed -ddta
from-the data: collector and: either stores the informstion
for every packet-or uses the data to upddte .various
histograms-on the .data analyzer. Complete storage"is
usually impractical because the network carries over one
million packets da.xly, producing over 8 megabytes of
da.ta.~da.lly £ mutmastiie a5
o In additie‘n to t.he suggested measurements described in
gection; one, ther MIT :monitor.-also measures the
cumulative ring up-time. The measurement results may
be found :in an:MIT Laboratory for Computer Science
*echnical ‘memorandum®. The ‘data for each packet is
processed and stored as histograms on the data analyzer.
Other programs on the data analyzer read these
histograms and present the datain a usable form.

The da.ta coﬂector a.nd tﬁe' da
connected by a communication

analyzer should be
nic dther than the

. fietwork that is' bemg n:iomtored to* avo;d introducing a
monitoring artifact Unfortuna.te1y, due to cost, the data
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collector sends: packets®of cdinpressed ‘data to the data
analyzer vid the monitdred network. “The data collector
transimits less”-thdn" one pércent‘of ‘the: packets on the
ring, so the measuremént distortion is rhitor. To further
reduce the monitéring a;tlfact t.he data collector does
not csunt its oﬁn packets.’

L

3

3.2. Other Statistical Monitors

Shoch and Hupp built a monitor for the three megabit
expenmental Ethernet at Xerox Palo Alto Research
Center'. The Ethernet there spans 1800 feet and
connects over 120 machines.  Their monitor is a spy
monitor that runs a series of ..specialized -monitoring
programs to collect network data.



In addition to the spy monitor, which makes the
measurements described in section one except for channel
acquisition delay, the Xerox monitor also uses a probe
monitor to measure the acquisition delay and {he number
of collisions on the Ethernet. An artificial traffic
generator is also used to study network performance
under high load.

A monitor was built by Amer for the National Bureau

of Standards for measurements of the NBSNET!. The
NBSNET is a one megabit CSMA/CD network simifar to
the Ethernet. The NBS monitor is a hybrid: monitor
which consists of a spy monitor for most measurements,
but also includes some host monitoring. -

In addition to the measurements described in .section
ne, . the NBS monitor also measures ‘total packet
transmission delay, the number of collisions, and the
number of tries that each packet requires for successful
transmission. An artificial traffic generator is used to
determine network performance under high load.

Another statistical monitor-wag also huilt-by. Amer, but
this time at the University of Delaware for a ten megabit
Ethernet?. This monitor is similax to the MIT ménitor
because it is a spy monitor that sends‘compressed
versions of the collected data for storage and analysis to
another machme on the network via t,he network bemg
momtored ‘ 3T

The monitor makes the measurements. in section one
except for channel acquisition delay and the interpacket
arrival time measurement. Instead, the monitor
measures the number of packets to arrive during a one
second interval. Although .this measurement  provides
some information similar to that provided by interpacket
arrival time, it is probably not as useful a measurement
in general. Co

-

4. Network Momtormg m_the TI

Token Ring Chipset .

Texas Instruments produces a, chipget. whlch not only
supports the IEEE 802.5 token ring standard. but also
provides some -network. management . funet,lons «The
chipset contains several.counters; one for ¢ach type of
network error that is measured. ;The-error-information-is
periodically transmitted to a Rlng Error; Monitor (REM)
with special type of packets-called .a Mediutn Aoccess
Control (MAC) frame. ' MAC frames -are for -network
monitoring and control functions on the ring. The
system is a form of host monitoring if the REM only
accumulates host error. data ?nd makes no indgpendent
network mea.surement.s Because each xndwlaualystatlon
reports observed errors, the REM mompor has powerful
diagnostic capabilities }or ‘network maintenance.

A problem with this’' approdch’ is the ‘same a8 that of
any host: monitor; any - distuption of the ‘netwdrk “dlso
disrupts the network monitor® - Also, although this

system is fine for n;e.u{tenance of & slqgre! l¢¢al; aréa
network, it is unsuitable for determining which hosts
should share a network, how various networks should be
inter-connected, whether a network is over- or under-
utilized and similar questions of importance in a multi-
network environment. The REM must measure the
network state directly, and thus become a hybrid
monitor, for the most effective network mgqg;ement.

- M
s

5. Conclusion b a0 el f

.Network .management  requires:--that: network
measurements be made in some manner.. . This. paper
suggests measurements of interest, desoribes - different
types of network monitors, and specifically describes the
monitor , implementation at MIT. Other : existing
monjtors make. measurements similar to those made by
the MIT monitor. = The Texas Instrumepts: token-ring
c_hxpset, supports .some monitoring. functions -in ¢ach
network interface, that are useful for maintaining a-single
network but may be inadequate .for a- multl-netwrk
environment., S Sp e owarn agrvizae

Network monitoring is a'vital-part of~any: netwérk
management -.sygtem.- .. . Although' - some:. types - +of
measurements have beerm suggested, more experierice is
needed to determlne .the best- network - parameters t.o
measure and how to mterpret, them;: . - , .= .o
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